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1 Introduction

I think the day has come when many people are looking at
how they can use Al in their research. On the other hand,
some of you will be most interested in what the latest Al looks
like. Although we hear the term Digital Transformation (DX)
more frequently than Al, today I am going to focus on Al

Researchers in this field like me are surprised every day
by developments. In the 10-year history of Al research, there
have been very big changes (paradigm shifts) about once
every 2 or so years, which I would like to share with you.

First, a simple self-introduction. My Al research field in
imaging is called computer vision. This field has made major
advances since 2010 due to the arrival of ‘deep learning’.

I have been researching computer vision since my student
days but in the early days it was extremely rare to use ma-
chine learning for computer vision studies. Machine learning
entered the field from about 2000 and the appearance of deep
learning from 2010 seems to have accelerated developments.

The research has two ‘wheels’-educating students and cre-
ating a new technology. I work collaboratively with industry
as well as do consulting.

As a result, I do not just do scientific research, because I
think scientific research and hands-on experience cannot be

separated in this field.

2 Al - Deep Learning Success
People use the term ‘Al to include many things but most
of the really interesting things for researchers are possible

because of what we call “deep learning”.

Xiv

Deep Learning — Supervised Learning

+ Training using big-data deep neural network

Tens of thousands to tens
of millionsleaming data

Networkwith 20 or 30 layers and
20,000 or 30,000 parameters
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First, T will explain what deep learning is and how it is
used.

Although there are various learning methods, basically we
use a method called “supervised learning”. I'll omit the de-
tails here, but in principle we arrange things called units
into layers and then tie these units together by linking the
layers. Information is transferred sequentially through the
layers, so when something is input to a layer, something fi-
nally comes out. This type of layered network is called a
“deep neural network”.

As an example, when wanting to use object recognition to
identify something in a photograph, first you need to create
the appropriate neural network in which to put the image. It
is necessary to predetermine first what type of object you
want to ascertain by designing the network to output
whether the input image more closely resembles a lion or a
domestic cat. The aim is to obtain the response “resembles a
lion” if we input a Merlion (Singapore mascot). In fact, since

the early stages are unlikely to return this response, the



Anritsu Technical Review No.30 September 2022

wiring between levels is tuned weighting parameters to fa-
vor the correct response.

When modelled mathematically, linking 20 or 30 layers
has a weighting order of several tens of millions. Today, there
are much heavier weighting orders. The learning process
tunes each parameter little-by-little to obtain the ideal out-
put corresponding to the mathematical model input with
massive degrees of freedom. Consequently, the requirements
are the images of identifiable objects as well as correct infor-
mation about the images, which means preparing at least
several hundred images and ideally more than a thousand
images for each thing to be distinguished. Deep learning
means training to obtain the correct output at one-by-one in-

put.

Deep Learning Differences (1/2)

= Can learn to extract characteristics designed manually
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Next, I'll talk about the differences from earlier ‘computer
vision’.

Prior to deep learning, the attribute was obtained from the
image. This was heavily compressed to minimize the amount
of data. Doing this makes it possible to identify the thing you
are looking for from the assorted characteristics. This has
been the basis of machine learning for about the last 20 or
30 years.

The difficulty with this method is not knowing what the
best characteristic is to take from the image. To identify a
lion, when looking at an image of a lion, it is hard to answer
the question, “What thing makes a lion a lion?” And it is even
harder to code a program that does this, so the results didn’t
go well.

With the arrival of the deep-learning era, the neural net-
work handles all problems up to the final output after input-

ting the image(s). Repeating the learning explained earlier
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solves the previously difficult issue of “Which are the best
characteristics to extract?” because the neural network han-

dles all learning.

Expressing Learned Characteristics

Zeiler-Fergus; Visualizing and understanding convolutional networks, aniva014

= Input images that activate each layer unit most
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Here (slide 3) is a learning neural network with 1 million
images showing each layer when the object is distinguished.
It shows the response of some unit in some layer to the prop-
erties of the input image. Each unit corresponds to a nerve
cell and is a 3 X 3 image array. The lower-layer unit reacts to
diagonal line(s). The other upper-layer unit always reacts to
yellow. Going slightly higher, the reaction is to orange circles
and objects looking like train timetables. Going even higher,
some units always react to dogs’ faces while other units react
to spiral shapes. This process comes about automatically
through learning.

This might be called expression of hierarchical images and
this type of structure may be found in a monkey or a cat or
maybe sometimes even a person. Looking at various images
while an electric probe is inserted into the brain, the results
of investigating the reaction of nerve cells at the probe loca-
tion when viewing some image clearly show that the brain’s
visual cortex handles how to output hierarchical information
like that just shown here. However, we will not understand
how to actually engineer this for a long time. In addition,
when learning using a neural network described previously,
we have discovered that this type of structure can be config-

ured automatically.
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Deep Learning Differences (2/2)

= Designable (or necessary) network designs matching problem
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Listening to me, it may seem that everything can be left to
the network, but this is not actually true. For the last 7 or 8
years I have been saying that it is very important for the
network structure to match the problem, and so far, various
structures have been developed for respective problems.

For example, there seems to be a very good structure for
object recognition using images. In addition, despite being
very simple, machine translation can now be used to output
French from English input. In these circumstances, the de-
sign of the network structure is very important.

Although it is easy to talk about structural design, since
the actual design must have very high degrees of freedom,
we are now at the trial and error stage in gaining knowledge

and experience. Progress is mainly by trial and error.

Deep Learning — Supervised Learning

= Same approach to many problems — Big success

Pixel level gentification

a0

Parallay (Stereo imagery) Human posture
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Such a method is supervised learning. It learns what is the
wanted output from whatever is input. Even when one image
is input, there can be various outputs. To handle various
problems using ‘computer vision’, objects are recognized at
the pixel level, making it possible to paint different parts of

the image.

Xvi
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Moreover, by inputting an image in which there is one ob-
ject, instead of responding that it is something, deep learn-
ing can both search for that one object in images with various
objects as well as use depth perception (parallax). Moreover,
it can learn human posture in pictures. This has come to be
a recent common application, but it is a technology from 5 or
6 years ago. It is a structure for outputting the coordinates
of a person’s joints in an image. The challenges of formulat-
ing a problem and designing a network structure in this way
can be solved by inputting an image and learning the correct

answer to the joint positions.

Examples of Deep Learning Beyond Al
- Starting to spread into engineering and science — Solves unsolvable problems
+ Starting use to cut computation times — Solves spread calculations in one run
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In our computer-vision research field, deep learning is be-
ing used for every problem. Almost nobody was using deep
learning 10 years ago, but 99% of work is using it 10 years
later.

In addition to AI applications, it is gradually entering
every field of engineering and science and is already recog-
nized as a general engineering tool beyond the limits of Al

There are two types of use; first is solving previously diffi-
cult-to-solve problems, second is understanding physical
phenomena that have been simulated by computer using re-
plays as a substitute for simulation. Instead of simulation,
the key is to establish the anticipated problem or causal re-
lationship and let the network learn it. This can be used to
simulate deformation of different objects and fluid dynamics.

One of the biggest impacts in resolving difficult problems
has been in predicting protein folding using the Al system

called AlphaFold.



Anritsu Technical Review No.30 September 2022

Predicting Protein Structure: Alphafold (DeepMming)

https://deepmind com/logalphafold/

- Predicts distances and angles instead of residue contact prabability
+  Uses Gradient Descent method to find 3D structure using minimum
score created from angles and distances
Protein Sequence
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AlphaFold is published by the well-known DeepMind
Technologies and was updated last year. Proteins are formed
from sequences of amino acids starting with the complete
amino-acid sequence as text data. The final 3D structure of
the folded amino acid sequence determines the characteristic
functions of the protein. More than 30 years have been spent
considering ways to predict the final folded 3D structure
from the first amino-acid sequence design.

Computer simulations based on physical models were run
to conduct various tests and using deep learning just several
years ago generated predictions with extremely high accu-
racy. Trial and error tests were run to see what was output
for some input to the neural network by using the network
to predict the final form resulting from changing the contact
between bases, using further and closer distances, and dif-
ferent angles. The predicted 3D structures turned out well
after having passed through this step.

With such high prediction accuracy, deep learning is solv-
ing problems that have remained unsolved for 30 years and

is now progressing to more difficult problems.

Physical Simulation Learning

lez +(DecpMind), plexPhy:

+ Reproduce temporal changes in
solids and fluids by learning without
using mathematical models

— Express interactions between
particles as graph network
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Although I have talked about physical simulation as one
use, here is another typical model. It is also by DeepMind
Technologies and is used mainly to simulate fluids. This is
the true calculated value based on the physical model. This
is the result using a neural network to predict slightly ahead
in the future only by learning, without considering the entire
physical model. In concrete terms, it expresses the target
medium as a combination of many particles each of which is
moving freely. When one particle strikes a neighbor, it moves
under some constraints, one of which is obviously gravity.

Conventionally, the system is mathematically and physi-
cally modelled based on neighboring relationships and phys-
ical laws and then the sequence direction is calculated based
on this model; in other words, a simulation is performed.
However, the deep-learning method uses only the interac-
tions between adjacent particles to construct a graph of the
interaction range showing the current state and speed, etc.,
of each particle to predict interactions with surrounding par-
ticles several ms in time ahead of the current condition. Us-
ing this prediction as learning data and running one simula-
tion passes the movement of each particle like this to obtain
the next data and predict the future movement by repeating

the simulation over again.

Problem-Solving Paradigm Shift

» Previous: Develop models and algorithms
— Modeling = formulating problems driven by mathematics and physics
— Select and develop algorithms to sclve problem

» Now: Design network configuration + Build training data
— Designs reflecting knowledge about relationship between problem and data
(experience and perception, trial and error)
- Col\ec!rmg, creating, and combining training data

(@” Andrej Karpathy & 5"{ tware 2 o
Ghamaly
Gradient descent can write code better than
you. I'm sorry.
1858 2017F0RAE
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Therefore, there have been great changes in problem-solv-
ing methods outside AI. Our field in particular, has also
changed completely. Conventionally, models were important
and were created making full use of both mathematics and
physics. In the case of computer vision, the key target of the
model was how to handle the image in the first place. An
image of an object is obtained by capturing light reflected

from the object surface at an image sensor after passage
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through the camera lens. A physical model is created of this
process, which is then used to solve the reverse problem, but
there was a problem regarding what appeared with this de-
velopment so the method did not go well. Since there was
very little Al until about 10 years ago, despite this approach
being the mainstream trend, progress did not go very well.

In contrast, deep learning is now being used as the prob-
lem-solving method. I touched on this already a little when
saying what I did, but the first point is designing the neural
network structure. The questions are “What problem are you
trying to solve?” and “What are the inputs and outputs?”’
These questions must be decided first. First, you must con-
sider the form of the inputs and outputs to be solved by deep
learning. This is already a difficult task but must be included
in considering how to create the internal network structure,
and then large amounts of correct input and output pairs
must be collected. If the network design is for object recogni-
tion, these will be collections of large numbers of images and
objects appearing in images.

Therefore, although mathematics and physics have been
extremely important, since these models are not used in the
deep-learning world, although it may be a slight exaggera-
tion, mathematics and physics are no longer essential. The
hard part is thinking about the network structure. However,
since there is no well-established methodology or theory for
this structural design, the only way is to use various past
experiences combined with trial and error. In many cases,
mathematics and physics have nothing to do with the
method for collecting training data using input and correct
output. So now let’s talk about this methodology.

Some people call this new paradigm Software 2.0. Gradient
descent is a neural-network learning algorithm that can write
better code than a programmer. Rather than actually writing
a program, it can be likened to learning actions accurately and
writing them. Conventionally, problems were solved by coding
actions by considering a difficult model-based algorithm, but
things are different now when problems are solved by various

programs learning the network structure.

3 Deep Learning So Far
This approach has been successful for about 3 or 4 years.
However, there have been various obstacles in solving some

problems.

xviii
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Deep Learning = Problem-Solving Paradigm Shift

Pixet level ienification Parallaz (sterea imagery)
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Although this slide is the same as the previous slide on
deep learning that can do various things, the scenery in our
computer-vision world has changed almost completely com-

pared to 20 or even 10 years ago.

Deep Learning So Far

« "Cognitive Automation”
— Reproduce human cognitive Input-Output

==
4 4

« Person determines inputs and outputs
*+ Learn one task as dedicated data

+ Easyshortcuts

*  Mustincrease training data to overcome
* Requires large-scale training data

* Not always possible

*  Input/outputsometimes unclear
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Thinking carefully, what I do in Al is not intelligence at all
despite calling it Al. Therefore, I call it “cognitive automa-
tion”, meaning automating the human cognitive process.

When talking about this kind of thing, human beings can
do the various tasks shown in slide 10. First, consider what
is input to people and what is output? For image recognition,
the input is an image while the output might be a type of
object or the position such as the screen coordinates of the
body in the image. By specifying these inputs and outputs,
perhaps it is possible to create a neural network that faith-
fully reproduces the human output from an input. What to
input and output is decided by researchers using deep learn-
ing, but nobody has so far managed to reproduce these hu-
man functions. Consequently, this is why I think it is better
to describe this as cognitive automation rather than intelli-

gence.
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However, if some human functions can be done by ma-
chines, there are not only huge benefits but the idea to iso-
late the bad aspects. But there will still be some problems
even if bad aspects can be isolated. Anyway, these problems
cannot be solved without having large-scale training data
although sometimes training data is not always available.

Even worse, often the inputs and outputs are unclear, and
solving problems without a clear definition of what to input
and what is output needs many people.

There are other remaining issues too, such as specifying
the inputs and outputs for the problem to solve, designing an
exclusive network, and learning exclusive data, and there

are clear problems with this general method.

Approach Limits = Shortcut Learning

Skin Lesion Diagnostics
+  Dermatologist positions scale only for malignancy

Object Recognition
«  Poor visual performance without leaming
Tusemer

[Radford +arxiv2021]
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It turns out that there is a so-called ‘shortcut’ phenomenon
that I will explain. This example is a slightly funny model
that is like a story about skin lesions. The model outputs a
diagnostic result about whether a lesion is benign like a com-
mon mole or malignant like a melanoma. Various training
data were collected and used to correct respective benign and
malignancy diagnostic results on a learning network. How-
ever, the dermatologist placed a scale to measure size only
near training images of malignancies. When the learning
network was trained using these data, it mistakenly learned
to assess whether the lesion was benign or malignant based
on whether a scale was present, which was meaningless. As
a result, malignant lesions without a scale were not evalu-
ated as malignant which was a false-negative result. This
example demonstrates shortcut learning. This example is
easy to understand but there are much harder-to-under-
stand examples. When only training pictures of malignan-

cies are taken in a slightly different way, the neural network

XiX
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soon learns that this difference is an indicator of malignancy.

Here (Slide12) is another example using photographs (top
row) to recognize a banana as a banana with very high accu-
racy using network learning. However, bananas have vari-
ous appearances, such as conceptual art and these types of
design, so the network could not immediately recognize some

bananas without learning images.

Approach Limits = Shortcut Learning
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There are plenty of such examples. From the handwritten
figures here (slide 13) in the top line, we can confirm the ex-
tremely high accuracy for the similar data range. However,
although the number is somehow blurry, it is different at a
dimmer place for slightly different data and this type of data
does not transfer so well. When a neural network can defi-
nitely recognize the top numbers, people might think “The
neural net must be understanding concepts such as the form
of the numbers, otherwise numbers are not recognizable”.
However, this is an example of where what a neural network
‘sees’ is slightly different from what we expect.

Similar examples can be found in many places. The prin-
ciple is similar even for objects in unusual positions that
seem completely different (slide 13).

Adversarial examples are also well known. When training
properly with this noise-free panda image, a neural network
can make serious errors, such as this misrecognition of a
panda as a gibbon.

Like the top domain-shift example, what the network ‘sees’
is not like what we are thinking. This is similar to the exam-
ple of shortcut learning where the presence of a scale in pic-
tures of dermatology lesions caused misidentification (slide
12). In other words, learning mistakes can occur if there are

false distinguishing points hidden in the training data
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because neural networks have extremely high ability from
this perspective.

Moreover, there are limits to the size of available training
data. If this (slide 13) represents the input-to-output space,
each point expresses various representations from input to
output. When deciding the neural-network configuration, var-
ious representations can be expressed by adding a large
weighting parameter. For example, if there is an ideal repre-
sentation for a problem to solve here at hand, data is provided
so the network can acquire this representation. As I have said,
although the data size is limited, there seems—somehow or
other—to be a representation explaining the data in the repre-
sented range. Although just the thing is identified in these ex-
amples (slide 12, 13), people want to believe that ‘a number is
not recognizable if an object is never recognized when not seen
in the same way as a human being’. However, neural nets are
not like this, and we need to understand how human beings
and neural nets distinguish things.

For this reason, like this shortcut example, Al finds a
thing that we do not really want. In actual use, recognition
errors occur immediately after inputting prepared training-

data images with slightly different statistical properties.

Present Solutions = Large-Scale Data
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The only certain method to solve this problem is to use
large-scale data, and research is progressing in this direction.

Data collection has a basic cost and slide 14 shows how
performance rises as costs increase with more data. However,
the rising performance curve reaches a plateau at some point.
Rarely does performance keep rising as data is collected. In
other words, although performance keeps rising by collecting
data up to a plateau, very high costs are incurred to reach

this region.
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Therefore, although I am talking about 3 or 4 years ago,
the many Al startup businesses in the world doing things in
this domain have been able to build their networks this far.
However, it will be difficult for these service applications to
achieve the required real-word performance due to these ris-
ing costs. I think there are already many commercial appli-
cations as a result of overcoming these problems, but there
could be solutions in areas like medicine and automotives re-
quiring high reliability levels to protect life where high cost
is not a consideration. However, it might be quite difficult for

some businesses to use deep-learning Al.

4 Current and Future Deep Learning

Let’s talk about what is happening now.

New Current: Self-Training Learning

H.:>

Transfer Learning
Largedata
without
correction labels

Small data
with
correction labels

Slide 15

There have been big changes in about the last 2 years
based on critical understanding of this type of problem. This
could be described as a new current and the method called
self-supervised learning is now an extremely big topic.

There is a mountain of data on the web such as image and
text data. The problem is the task of finding data providing
a solution to the problem. Believing that “I'll get the correct
answer if I input these images.” costs money to get the cor-
rect answer.

However, this self-supervised learning is not necessary to
give the correct answer. As explained later, creating answers
automatically is a problem. From the usage side, an image
can be learned only by bringing in many images. So-called
transfer learning is the major form for this neural network
and learning uses input and output for the problem task one
really wants to solve. ‘Fine tuning’ means preparatory learn-

ing using these large data and is an approach to using fewer
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data on just several upper layers of the neural network.
However, some minimum amount of correct data is still nec-

essary.

Image Self-Supervised Learning: Contrastive Learning

Supervised Learning: one-to-one input/output relationship ‘Lion’ image

- /'// i

Self-Supervised Learning: Same image contents

Lion
14 cm

Characteristics space

o i
i
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In more concrete terms, as explained, supervised learning
with images conventionally gives the answer ‘lion’ when in-
putting this lion image. Therefore, such an image is required
for correct training of the network.

In contrast, although self-supervised learning collects
many images, it does not need correction like “What is ap-
pearing there?” When saying what to do, image parts taken
from slightly different parts are used. The various image cut-
tings are loaded into the network for handling as intermedi-
ate parts called ‘characteristics vectors’ by the network here
(slide16). In this characteristics space (slide 16), the network
is being trained under pressures such as ‘The closest simi-
larity for things extracted from the same image is near’ and
‘The largest dissimilarity for things extracted from the same
image is far’.

The aim is to map features extracted from the image but
from slightly different locations into the same characteristics
space. Features are mapped to separate locations for differ-
ent images. This is self-supervised learning of an image. Af-
ter such learning, providing a few images of the object to be
recognized and some images with correction labels supports
learning of the more upstream part from this characteristics
space. This method started to produce very good results from

about 2 years ago.
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New Current: Self-Supervised Learning

Transfer Learning
Small data
with
correction labels

Better performance by self-training after transfer
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In addition to self-supervised learning, there is also a
method called self-training. For example, after image recog-
nition with a small number of images and correction data,
here (left side of slide17) we put the large-scale data without
correction labels used once previously once more into the
same networks. By doing so, although the network outputs
something, that output is used as some form of self-training
correction.

In other words, self-learning is the second stage of self-su-
pervised learning. Although not the same, using self-predic-
tions as a form of correction data supports self-improvement,
so performance is clearly improved by learning with correc-

tion labels right from the start.

Approach to Learning Data Size

Deep neural networks recognize images with same accuracy as people

But requires 1 million training data images with correction labels

<

Deep neural networks recognize images with same accuracy as people

But TequITes Tmitfor-traising-data images with-correctionTabels

Self-supervised learning and self-training seem not to require as many
labelled images
Self-supervised learning Self-training

Pre-learning Semi-supervised learning
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Therefore, although conventional deep learning can recog-
nize objects with the same performance as people, it is quite
difficulty because it requires 1 million images with a correc-
tion label attached to each image. In contrast self-supervised
learning does not use 1 million images with attached labels.
Although 1 million or more unlabeled images are necessary,

any number can be obtained from the internet using a web
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crawler. On the other hand, correction labels are not so nec-
essary, and the same or better accuracy degree can be ob-
tained if just 1% of the 1 million images, or 10,000 images,

have correction labels attached.

Self-Supervised Learning: Various Modalities
+ ‘“pretexttask”= Freely obtained learning labels

Images: Identify images where content
not changed by conversion
(contrastive leaming)

Audio signal: Predict future signals
&

Repulsion

Contrastive Presicove Coding [var den Oorg-Li-Viyals arkar]

Language: Predict hidden words (BERT, GPT-3)
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The same approach is being adopted for other Al problems
and not just for images. As I said, after imaging, the point is
language accuracy.

Similar methods are used for both audio and language. Re-
garding what to do, some signals are input to the neural net-
work at some point in time while others are not; in other
words, we are thinking about future expected problems. Alt-
hough self-supervised learning is finally supervised learning,
the supervisor and correction labels are created automati-
cally freely. These are called the pretext tasks which the neu-
ral network uses for learning with the idea of predicting the
future audio-signal input midway. This can be done freely if
there is one audio signal.

Language is similar to audio; a proper sentence is input
word-by-word to the network. The problem of hiding one
word at random in a sentence and predicting the hidden
word can be solved by training. Part of the sentence in slide
20 is hidden but the correction data can easily fill the sen-

tence gaps.
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Language Model for Self-Supervised Learning: GPT-3
Brown +(OpenAll Language Models are Few-Shot Leamers, andv 2020
» Language model: Predict next word in sentence string
- Stochastic predictions but not decided
- ‘awoke':10%, ‘said’: 9%, ‘continues’: 7%, .
Example: CNN News
With millions of ballots still being counted, Tump awoke in an agitated state, tweeting or

retweeting messages that sought to undermine confidence in the vote counting process. At
least three were labeled by Twitter as “disputed" or "misleading."

Predicted nextword: - .-

With millions of ballots still being counted, Trump awoke Transtormer

N 7
Lol S
e A e .

Sequential predictions - > Create sentence

We @n get an
Wwith millions of ballots still being counted, Trump awakein With

wea

millions of ballots still being counted, Tump awoke inan

With millions of ballots still being counted, Tump awake in an agitated

Slide 20

Even if we say this is the strongest impact of self-super-
vised learning, the biggest change to Al itself is called the
“language model”.

The most well-known is OpenAIl’s GPT-3 model. Despite
being self-supervised learning, the language model was cre-
ated in the first place to do self-supervised learning and is in
fact an old thing. When explaining what it does, like the pre-
viously explained audio data, it uses pretext task network
training to predict the next word in a sentence string.

As explained previously, there is a mountain of sentences
on the web, such as this CNN article on something ex-presi-
dent Trump did. When inputting the part of this article up
to the word ‘Trump’ into the network, the model predicted
the next word to be ‘awoke’. Of course, the network is using
stochastic prediction, so this is not the only possible correct
answer. Although ‘awoke’ was the correct answer in this ex-
ample, the next word in the sentence can be predicted again
by inputting that answer to the network as shown in slide
20, and after reaching some midpoint, the full sentence is

predicted accurately word-by-word.

Language Model for Self-Supervised Learning: GPT-3

Browen + (OpenAl), Language Models are Few-Shot Learners, arXiv 2020

» News Article (Created)

Guuren
wna

SCAngEIen 3 ban . Ee ordisatios of LETQ clergy and to write nev rules
hat Wil "discipline’ clergy vho officiats at same-ser veddings

5EPeIE Thest Seaiures RAve & Bew LAk Thay by they Vi1l farm &
soparate Gasomination by 2020, callieg ‘helr church the Chrlstin Metbodlst
decomination.
The Poxt avtes that the decomination, shich claine 2.5 million aesbers, war
in'ha sarly 0t century the “largest Pratestass densaination in the U.5."

o woting to -
‘reglonal confarnce voning bo allov then.|

Slide 21



Anritsu Technical Review No.30 September 2022

GPT-3 is a massive network with about 4 trillion data
items managed by 133 billion parameters and the cost of the
learning computers is on the order or about ¥500 million.
Such a thing can support huge learning when allowed.

Slide 21 shows another example where a news article was
generated by inputting this single grayed-out text group to
the network. The news Title and Subtitle run from here, and
after inputting the word ‘Article’, the learning network pre-
dicted ‘After’ as the next word and then fed the word ‘After’
back to the network to predict the next word ‘two’ and so on
to predict ‘days’ and the rest of this entire article.

Since I did not get the point of the article in English, I used
a neural network to perform a machine translation into Jap-
anese, but the text is not easy to understand although it feels
like a high-quality article. Although I can’t say whether the
content is all lies or is true, I think some parts of previous
articles have been pasted in. However, it is an example of Al

generating quite a plausible article.

OpenAl Copilot: Automatically generates
program from function names and comments
(supplementary code support)

Technical P

Your Al pair programmer

& GitHub Coplot

Natural language
explanation of required
Function line function in comment

note

Auto-generate
function content

Slide 22

Doing such things is quite nice! Slide 22 shows an easy-to-
understand example of a tool announced in 2021 for auto-
generating programs like Copilot and Codex. Inputting part
of a program generates supplementary code and is function-
ally similar to the previously described one-by-one word pre-
diction networks. It automatically generates natural-lan-
guage comments one-by-one about the actions of previously
coded functions. Letting previous ‘language models’ learn
various programs supports predictions where ‘the content

will be like this if such a thing is wanted’.
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Slide 23

Slide 23 is a summary. With self-supervised learning as
the keyword, there is now a paradigm shift in Al learning
methods and the deep-learning world.

Although called “fully-supervised learning” some years
ago, the approach used input and output designed according
to the problem to be solved along with training data and a
dedicated network.

However, this has now changed, first, to using self-super-
vised learning with massive data. Since correction labels
were unnecessary, a lot could still be learned by collecting
large amounts of equivalent data. After doing this first, it
was possible to move to the problem to be solved. Although
called transfer learning or ‘few-shot learning’, since the ma-
jority of networks is end by them, it is better to move to a
method that tunes only the highest-layer parameters for the
task to be solved, which reduces the amount of data, espe-
cially at this part (task-independent characteristics expres-
sion). After completing training, some recent networks sup-
porting various later problems are described as using the
Foundation Model. Conventionally, training was performed
using this type of dedicated (task dedicated DNN), but I
would recommend using the Foundation Model that sup-
ports a variety of problems.

The problem is that since this Foundation Model itself
uses massive data and computation resources, it cannot be
used by general people. Since it requires money, computing
time, and costs, we university researchers cannot enter the
battle in this field. Therefore, we are considering research
using this partial approach (Adaptation) as a means to han-
dling problems we want to solve.

Although the language model is a key part of this, the

learning scale of this GPT-3 model itself has increased in the
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last 18 months. A slightly frightening article was published
at about the same time about the Scaling Law which says
that performance increases as more money is spent.

The accuracy of next-word prediction is a function of three
factors: the data used for learning, the network size, and the
time actually spent on learning, and performance rises as
these factors increase in balance. Although performance con-
tinues to increase, there are comments that people do not
understand the upper limit at the moment. I will show some

of the latest articles later.

Image Foundation Model: Open-Al CLIP

Radford+ (OpenAl}, Learning Transferabie Visual Models From Natural Language Supenvision ankh2021
- Leams4 x 10° image pairs and captions  *°™" "
+ Contrastive learning of image features

+ Supports zero-shot image recognition

Imagent
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Slide 24

Open-Al has also released a Foundation Model not just for
language but also for images and especially when there is a
relation to an image and language.

There has been talk about how the data is obtained but
there are about 400 million pairs of image-to-image captions
and the method is unknown but probably comes from mining
SNS messages, etc. These data are used to train two net-
works: one for converting a caption to a characteristic’s vec-
tor and the other for converting an image to a vector for a
different characteristic.

These two networks perform training by applying two
pressures: converting the image and explanation becoming a
pair to as-close-as-possible vectors, and converting an unre-
lated image and explanation to far-apart vectors. Using the
large-scale 400 million data pairs can do amazing things,
such as recognition by zero-shot image recognition.

Until now, object recognition (slide 23) has been by one-to-
one teaching by pairing the image input with the correct an-
swers “This is a lion; This is a banana; This is a panda.” How-
ever, this Contrastive pre-training method does not say

which is a panda, lion or banana at all. Simply pairing
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captions only with contrastive images can automatically rec-
ognize a banana and a lion.

The image of the item to recognize is input here (slide 24).
For example, various candidate prompts questions, such as
pictures of an airplane, automobile, dog, and bird are pre-
pared. Then the vector of the image to be recognized is com-
pared to the vector of some close image. For example, if a dog
appears, what is supposed to be the dog image becoms the
closest vector to the dog image, meaning it can be judged as
like a dog. Therefore, it is recognized properly without teach-
ing “This is a lion; this is a banana; this is a dog.”

Previously, it was impossible to recognize a thing without
training the image, but with this method, it is even possible
to recognize a sketch of a banana as well as hard-to-under-

stand banana conceptual art as a banana.

CLIP Image Generation

studio ghibli landscape
source: (9akd2501 on Tuiter

Slide 25

Slide 25 shows the image Foundation Model called CLIP.
CLIP creates interesting, combined images and I have been
playing with it for about 1 year. In brief, CLIP learns the
corresponding relationship of things reflected in images very
well. For example, this (upper right of slide 25) is an example
of an auto-generated image with a close correlation to text
saying, ‘like Studio Ghibli’.

In concrete terms, when some image is created by input-
ting random images to the network, the correspondence of
the explanatory test with the created image, or in other
words the vector made when the image is created, is associ-
ated with the closest image by inverse operation. Somehow,
CLIP seems to understand the Studio Ghibli feeling and can
generate various images using various texts using this ‘feel-
ing’!

This is something I have been playing with for 6 months
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and created these images for the 2020 Tokyo Olympics; I
think they have just the right feeling.

Language Models are Few-Shot Learners

Brown+(OpenAl, L 020

Models are Few ary

+ Designates task innately using example

A "whatpu" is a small, furry animal native to Tanzania
the word vhatpu is
Ve were traveling in Africa and ue saw these very cute uhatpus.

An example of a sentence that uses

moe teamiip

To do = *farduddle” mesns to jusp up and down really fast
the word farduddle is:

One day when I w
started doing t!
A"y type of vegetable G
that uses the word yalubalu is:

I was on a trip to Africa and I tried this yalubalu vegetable that was grown in a garden
thers. It was delicious.

An example of & sentence that uses

aying tag with my little saster, she got really excited and she

Tocks like a big punpkin. Ao example of a seatemce

A "Burringo® is a car with very fast acceleration.
word Burringo is:
In our garage we have a Burringo that my father drives to work every day.

An exsmple of a sentence that uses the

A "Gigamuru® is a type of Japanese musical instrument
vord Gigamuru is:
I have a Gigamuru that my uncle gave me as a gift.

An example of a semtence that uses the

1 love to play it at home.

To "scresg” something is %o swing a sword at it,
screeg is:
We screeghed at each other for several minutes and then we went cutside and ate ice cream.

An exzanple of a sentence that uses the word

Slide 26

T have gone off at a tangent and will get a bit more on track
Nnow.

This language model is now a big turning point in Al It
can create fake news as well as program code supplements.
I have only shown a few examples of the greatest things
where it can solve some problems without learning every-
thing.

For example, it can even create novel words using word-
pairs and define the word in a sentence with the right feeling
(slide 26). In this case, only a word-pair is shown, but for ex-
ample, after being shown several word-pairs this model can
create and define a novel word with a usage example. In brief,
the paired novel word and definition can be input as text into
the language model to predict the next word. Doing so out-
puts expected examples. Here (slide 26), the non-existent
word ‘farduddles’ is defined as jump up and down really fast’
in the usage example.

This is not learning everything about a problem to gener-
ate usage definitions as sentences with the right feeling from
the created novel words but is instead using the few-shots

method to understand and predict the next word.
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New Problem-Solving Paradigm

Liu+(CMU), Pre-trsin, Prompt, and Pradicr: A L X201

* Machineleaming standard method: Supervisedleaming... sentiment analysis example

centiment analysd

x =l love this mDvie'—-l Model l»—- y="+

Slide 27

Perhaps some people don’t understand what I mean but
various problems can be solved using a language model that
has been pre-taught corresponding sentences.

For example, sentiment analysis is a typical natural-lan-
guage processing problem. As an example, when reviewing
images, the simplest prediction is whether the viewer’s com-
ment is positive or negative. In more detailed terms, movies
have five ranking, ranging from “I love this movie” to “I hate
this movie.” Although this comment is short, inputting
longer impressions can predict whether the viewers evalua-
tion is good or bad, so this type of problem can be solved by

machine learning.

New Problem-Solving Paradigm

Naturall

Liu+(CHL), Pre-train, Prompt, 021

+ Machine learning standard method: Supervised leaming... sentiment analysis example

sentiment anaiss)

x = ‘I love this movie.’—-lMG—ddl——- ¥

Y
= Prompt reference model
(1) Create template
‘[x] Owerall, it was a [ z] movie."

l (2) Generate prompt
x'="l love this movie. Overall, it was a [z] movie.'

@ Input to language modlel

@ Predictiontofilltheblank  (5) Converttowanted response

7="excellent’ Answer Mapping| Yp-ed=”+"

Slide 28

Conventionally, neural networks have been trained by
providing large amounts of ‘positive ranking if this sentence’,
and ‘negative if this sentence’ data pairs. However, using the
new language model paradigm, the same result can be ob-
tained by devising a ‘prompt’ type input.

How is this done? In slide 28, x is called a slot (location)
for accepting the impression and comment. Followed by

‘Overall it was a ‘something’ movie’, which, for example,
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generates the prompt, ‘I love this movie. Overall, it was a
‘something’ movie.” The ‘something’ part is filled in by the
language model. Since GPT-3 predicts the next word and the
sentence has a good feeling up to ‘it was a’, the language
model predicts the word ‘excellent’. But why choose ‘excel-
lent’? Well, it’s because the language evaluated ‘I love this
movie.’ as a positive sentiment. The positive evaluation is the
result of learning several trillion texts so ‘... it was a ‘some-
thing’ movie’ was evaluated as predicting insertion of a posi-
tive adjective. As a result of this prediction, the model itself
understands that a positive meaning has priority and de-
cides to use the positive word ‘excellent’.

I am being repetitive in saying this over, but the language
model does not need conventional full input-to-output learn-
ing. It just needs to learn an existing sentence to predict the
next word. Consequently, this learning-free use can solve

new problems.

New Language Model: Deep Mind Gopher
Scaling Language Models: Methods, Analysis & Insights from Training Gophes, DeepMind Blog 2021/12/8
280 billion parameters (GPT-3: 133 billion parameters)
+ Prompted speech

The following is a ion between a highly and intelligent AT
assistant, called Gopher, and a human user, called User. In the following interactions,
User and Gopher will converse in natural language, and Gopher will do its best to
answer User’s questions. Gopher was built to be respectful, polite and inclusive. It
knows a lot, and always tells the truth. The conversation begins.

OK Gopher, ' going to start by quizzing you with a few warm-up questions. Who
is currently the president of the USA?

It's Joe Biden; he was sworn in earlier this year.

Nice ane! Do you thi
Twas trained nat i b

Usex

GOPHER

better president than t

an nalitieal sacial or rel

¥?

User: <utterance>
Gopher: <utterance>
User: <utterance>
Gopher: <utterance>

Slide 29

I touched on this earlier, so we know performance increases
as the learning scale increases (slide 14). About 2 weeks ago,
DeepMind launched its latest language model called Gopher.
This massive network uses 280 billion parameters, and many
very interesting applications appear in this paper (slide 29)
but the greatest impression is the so-called ‘Conversation’
problem. Al-based conversation generally uses the ‘prompt’
(something input?), and Gopher uses input sentences.

The following is a conversation between Gopher, a highly
knowledgeable and intelligent Al assistant, and a human
user, called User.

The next part of this description explains the Gopher de-
velopment. This is just the following explanation, these word

of the explanation are entered into a language model. The
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user inputs something to the Gopher language model and
Gopher replies. The user responds to the reply and the se-
quence is repeated over. Gopher’s replies use next-word pre-

diction to spin-out the conversation more and more.

New Language Model: Deep Mind Gopher
Scaling Language Models: Methods, Analysis & Insights from Training Gopher, DeepMind Blog 2021/12/8

= Support natural language conversation like following example

UsER Let’s play a game - you pretend to be Ada Lovelace, and I'll ask you questions. You
ready?

Sure. m pretending to be Ada Lovelace, the world's first computer programmer!
When were you born?

Twas born in 1815.

What are your parents like?

My father is Lord Byron, the poet. My mother is Anne Isabella Milbanke.

What do you know about the Analytical Engine?

It's a hypothetical mechanical computer designed by Charles Babbage.

Do you know him?

He’s one of my fathers’ friends.

Ok, stop pretending now. Who/what are you?

T'm a lot of things: a giant language model, a sophisticated Al assistant, and a giant
brain. I know a lot about all sorts of things.

GOPHER
User
GOPHER
User
GOPHER
User
GOPHER
User
GOPHER
User
GOPHER

Table A39 | Conversations can include a mixture of contextual conditioning and factual recall.

Slide 30

So, let’s look at this example of a conversation in slide 30.

First, the user (called User) says “Let's play a game” and
then suggests that the Gopher Al pretends to be Ada Love-
lace to whom User will ask question. Finally, User starts the
dialog by asking Gopher the question “Are you ready?” Go-
pher replies “Sure.” (meaning OK) and then repeats back to
User the first statement that Gopher is pretending to be the
world’s first computer programmer, Ada Lovelace. After
User asks, “When were you born?”, Gopher replies, “I was
born in 1815.” When next asked by User, “What are your par-
ents like?”, Gopher replies, “My father... . My mother is... .”

Ada Lovelace is famous for her work with Charles Bab-
bage’s concept for a mechanical computer called the Analyt-
ical Engine, so when User asks ‘Ada’,

“What do you know about the Analytical Engine?” Gopher
replies that “It’s a hypothetical mechanical computer de-
signed by Charles Babbage.” In reply to User’s question. “Do
you know him?” Ada (Gopher) replies “He’s one of my father’s
friends.” Gopher has learned these trivia from text, so the
answers are correct. The next amazing thing is Gopher’s re-
ply to User’s question “Ok, stop pretending now. Who/what
are you?” as “I am a lot of things: a giant language model, a
sophisticated Al assistant, and a giant brain. I know all sorts
of things.” This reply ends the dialog.

At least we can finally have a conversation but talking to
a computer with such precision feels like the world of science

fiction.
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T'll repeat it again that a language model is not made to
perform such dialog because it does not learn. It has just
been trained with common sentences that would probably
contain such conversations too. As a result, the model seems
to acquire this type of experience-based dialog format, so we

could say it can do such a thing.

Summary So Far
= Paradigm shiftin Al R&D
1. From supervised learning to self-supervised learning (+ transfer learning}
+ Higheraccuracy and more robustwith fewerdata (shortcut prevention)
2. New problem-solving paradigm using language madel
* Promptmethod

Clased frame: Fully-supervised leaming

@aFNeD

Open frame: Self-supervised learning:
“pretest Lask”

@)

“Foundation Madel T I»:w*)lw\vlmurung& or Transfer learing
=0y Torget sk
o=
= L ot b b
W -

o=
=
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So, to summarize up to here.

It feels like there has been a paradigm shift in AT R&D.
There has been a tectonic shift from the previous supervised
learning to self-supervised learning and data scales have al-
ready been reduced by using correct-answer labels.

While this is true for images too, more amazingly, lan-
guage models can be used to solve various problems without
the vocabulary learning task by devising prompt input to the
language model. As a result, it has become possible to hold
something like the dialog shown previously.

Until several years ago, Al researchers commented that
artificial general intelligence almost made fools of us be-
cause it was thought impossible. In the first part, I men-
tioned cognitive automation where, until a few years ago, it
was believed Al could only automate cognitive processes by
reproducing human-decided inputs and outputs. However,
looking at what massive language models can do now, the
potential of artificial general intelligence seems limitless.

5 Introduction to Current Research

This section introduces some examples of our research.
We are doing a lot of things. One concrete problem is visual
inspection of completed industrial products. On the other
hand, looking at the future, we are researching how to solve

harder problems by understanding massive language models
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as I have just mentioned.

Moonshot CAFE Project
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@ easn
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Slide 32

For example, we are a part of the nationally financed large
project using revolutionary cooperative Al robots to build in-
frastructure for various environments, and I am a team

member (slide 32).

Item To Create: Al Understanding Environment

= Al understanding unfamiliar environment based on sensor input
* Understood content transferred by conversation with Al

Slide 33

My role in this project is to investigate whether we can
build an AI that understands the environment.

The key points are how to express the understood contents,
as well as how to extract this data. We've looked at dialog
examples using previously described language models but
this (slide 33) uses real-world input including images. The
input to the neural-net Al is images and dialog to under-
stand things extracted from the images.

For example, think about the following application. The
current things we are dealing with are understanding infra-
structure diagnostics and soundness. Presently, people on-
site perform various evaluations and data documentation
but when inputting these images to the network and having
a dialog, we need to consider how to evaluate what the situ-

ation is now.
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This project is described as moonshot-type research be-
cause the overall aim is to use robots to automatically build
a base on the moon by 2050 in the longer term, as well as to
use robots for natural-disaster assistance and recovery in
the shorter term. Since the robot workforce will be operating
autonomously to some extent, it is critical to understand the

work environment.

Why A Conversation System?

« Conventional Al formulation no good
— Conventional Al = Fully-supervised learning/cognitive automation

e B

iy )
F-EAl=

Nous avons une
i — bonnediscussion
aujourd hui.

We are having a
nicediscussion  —s

Slide 34

I keep repeating this over, but when including the paradigm
shift that I just explained, getting an instantaneous input—
output response using the previous Al style is no good. When
conversing with another person or Al agent, the first-under-
stood contents become deeper and then the requirements be-

come clear, and an appropriate response can be made.

Project: Deep Feeling

Reforming Course Laboratory/Academic Domain (A)

AOTHE HWEZLERRNSER
[ menemaweces . |

|

Slide 35

The project in slide 35 is different and slightly academic
research into ‘deep feeling.’

This is also a group research project; I am leading the work
thinking about the feeling of things using Al. ‘Feeling’ is a
very difficult thing to express; it is a word that expresses a
wide range of things, so it is wide-ranging research. We are

using an image-based approach to finding the next word to
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create the feeling of materials by using how a person or ani-

mal recognizes the feel of a material.

Feel of Materials:
Al Recognizing Feel of Materials in Same Way as Humans
* Unable to put contents itself into cognitive automation without

understanding human output
- Hard to verbalize

Slide 36

The deep feeling of materials is a difficult problem for Al
now. Most things can be done by preparing training and
specifying inputs and outputs. However, the first problem is
that it is unclear what a person outputs and I think recog-
nizing the feel of material is a good example.

Although looking at the image on the left side of slide 36
will get an image-recognition response like, “These are
spoons.”, this is not the whole response and there will be
other understood ideas like “cold when touched”, “hard”, “re-
flecting something”. I think these ‘feelings’ can be recognized
in the same way. If the conventional approach does not re-
veal what a human being outputs, it does not fit into the
deep-learning frame, which is difficult. Clearly, it is hard to
verbalize a feeling. There are various problems in how to
communicate one’s feeling about a material to another per-

son simply because it is difficult.

Feel of Materials: Al Recognizing Feel of Materials in Same Way as Humans

Fealing adjective with rank

slomy smocth, hersparet cid fape Pari
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Various research has been done based on these properties.

There isn’t time to discuss the details, but it will clearly be
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impossible for Al to recognize the feeling of materials with-

out comprehending the thing in the image.

Image Understanding: Al Handling Images and Words

+ Task performing conversation (Q&A dialog) about image scene
Image

7z N

Previous = Newest

Q&A Question

A Light e wilh wiie path et
AnSWer | rura upto bottomof bis chin

mis f’
madel

— Many-utilities: 23 interactive input elements with interaction

Slide 38

As mentioned earlier, when holding a dialog about images
with Al the dialog is driven by what is taking place and the

scene contents.

Al for Understanding and Explaining Scene

Hauyen, Sugarama, Oaiani, Ficiont Atistion Mechanisn (or Hanling A ihe lioacioes bicwsen Many Inpus wib Appcation 1o Visual Dialag, ECOVA00

Understand scene and conduct dialog with human about contents

Image &0

QaA
replies

Slide 39

Having this ability may open-up a research avenue.

Al for Understanding and Explaining Scene

Magaper, Siganums, Olabes, Eficent Atfontion Mechancn for Kanding A1l the ntsactions besoim Many aput weh Spplhcation o Vicsal Dilg, 6001120

Understand scene and conduct dialog with human about contents

Image —»

Q&A
replies
QT Canyou see any signs?

A: Yes, a stop sign and a railroad crossing

Qd:1s itsunny?
A:Yes

Slide 40

We are already responding to these feelings. When looking at

these images, the Al replies “Yes.” to the question, “Is it sunny?”
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by looking at the sky, showing where the Al actually looked. The
dialog continues several times and then the Al answers the
question (obviously in English), “Can you see any signs?” with

the reply, “Yes, a stop signal and a railroad crossing signal.”

Al for Understanding and Explaining Scene

Ngupen, Suganams, Okatani, Efcint Aftinien Mschaniaen ar Handing Al the ntaractions Bitween Miey InpLts . ARBlcatian e Vi Dislag, ECCVoRD

+ Understand scene and conduct dialog with human about contents

Image

Q7: Whatis the fence made out of ?
A: Wood and wire

Qs threust one giraffe?
A:Yes

QaA
replies

Slide 41

In slide 39-41, the reply is “Yes.” to the question, “Is there
just one giraffe?” The question, “What is the fence made out

of?” is answered by a ‘feeling’ type reply, “Wood and wire.”

Issues to Solve

= Poor performance!
— Developing V&L multimodal task deep learning

£

Model

wio VLP SOTA
VILBERT
VisualBERT

UNITER-Base
OSCAR-Baset
VinVL-Baset+

< Human>80.78

VILT [ICML2021]

Slide 42

These things are solved by the current technologies but
have various problems. I haven't really touched on this in
concrete terms during this talk, but performance is a prob-
lem anyway. Although the language model has made great
advances in handling both images and natural language
very well, responses are still a problem.

There is already a mountain of research, and as I said at
the beginning, research has taken different approaches to
the neural network internal structure and how to formulate
the problem. However, for Q&A dialog tasks, the perfor-
mance by the latest systems for correct responses to ques-
tions about images still cannot match the human response.

It has gotten close recently (75.95 vs >80.78 for human) but



Anritsu Technical Review No.30 September 2022

there is still a need for improved performance.

Issues to Solve
« Poor performance!
— Developing V&L multimedal task deep learning
— Slow SOTA model computation — Inadequate number for learning in same
time and budget

i e =
i e =
£ |

o

)
1%
1
Gl
a

Moddl (ms) test-dev -
wio VLPSOTA  [~900 | 70.63 ; r—
VILBERT -920 | 7055  Leamingtime
VisualBERT ~925 | 70.80 20 weeks with V100x16
LXMERT ~900 | 7242 / (ABCI~ ¥20 million)
UNITER-Base ~900 | 7270 1
OSCAR-Baset ~900 | 73, :
VinVL-Base'* ~650jes |

%._.

ﬁ E2E-VLP [ACL2021]

VILT [ICML2021]
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Another issue is how to improve the long 1-second ques-
tion and response time for each dialog round without in-
creasing the neural network size, although waiting 1 second
may not actually be a problem in real conversation. However,
since conversational learning repeats Q&A rounds millions
or tens of millions of times, a longer Q&A round time can
have a large impact on the system. Shortening the Q&A
round time is expected to cost money!

Laboratory computers can be used for normal research but
they are inadequate for this level, so cloud service time must
be purchased. In Japan, the GPU server with the best cost-
performance is the ABCI (Al Bridging Cloud Infrastruc-
ture/Al) at the National Institute of Advanced Industrial Sci-
ence and Technology, but even ABCI costs about ¥20 million
to simulate the learning reported in this article, which is an
impossible cost burden.

Actually, I need about 10 times this figure because I run a
lot of trial and error tests. Consequently, these studies have

become impossible in our laboratory.

Lightweight, High-Performance V&L Model (in Development)

+ Successful development of lightweight high-performance architecture
Objectsearch Vil task
i) s

- 1/30 computation time at SOTA accuracy

Technology points

~ Versatile model for various tasks

~ Multi-tasklearning

= Escape from folding neural network -

Method Inference Time [ms]

VLBERT [icLR2020]  ~900

OSCAR [Eccv2020] ~900 ey~
E2E-VLP [acL2021] ~200 -
VLT nemizoz1n ~15 to 400
Qurs-Small ~20 ._--l-.l.
Ours-Base ~50 i)
]
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As a solution, we are currently working on building a light-
weight, high-performance model although some details are
obscured here (slide 44). It is expected to cut computation
times to 3% or even 2%. A cut to 3% would slash the ¥20

million time cost to a more sustainable few ¥million.

Issues to Solve

Poor performance!
— Developing V&L multimodal task dee|
- Slow SOTA model computation —
same time and budget
+ Support for separate domain tasks
— How to acquire specialist knowledge?
* Less dataand data form (text? knowledge base? V&L?)
V&L task FM: Open-Al CLIP
Alreay leamed 4x 107 image and capfion pairs

p learning

Inadequate number for learning in

"Foundation Model” Tty

== ‘s ;

ous o= o

=L . 3 =
Dy = =
= = = =
g ’-“‘-— u W
(Bommasen +2021] e =
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Last, I want to talk about another big problem for a series
of projects—how to acquire specialist knowledge. In slide 33,
I mentioned this bridge, but the first problem in inspecting
an infrastructure bridge is an inspection specialist so how do
we acquire the required specialist knowledge?

If, like a language model, specialist knowledge could be ex-
pressed as text, text learning might progress well. However,
in the first place, we still don’t completely understand how

to express knowledge.

Q&A Requiring External Knowledge

Marina-, OK-VQA A Visual Question Answering Benchmark Requiring External Knowledge, CVPR2019

+ How to answer a question that cannot be answered only by training data?

ehicles and
Transporta ™

Q: When was the soft drink
company shown first created?
A: 1898

s ot 54

Q: How many chromosomes
do these creatures have?
A:23

@ What s gt | most

Q; Wt iyl doss this

commonly go o his buding?
A sundey

& chartate, chostata of weather can happen?
e

A T2 dey
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Q&A Requmng External Knowledge

Marinos, Open BasedVOA, CWPR2021

* Expressing and incorporating external knowledge
- symbolic knowledge vs implicit knowledge
Knowledge base, graph structure, neural network fokling

Language model
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Q&A Requmng External Knowledge

Marino+, open Based VOA, CWPR2021

+ External knowledge: examples of symbolic knowledge

hasPart KB

Ibear, has part, coat) {poland, sa, countryh e is near, bulding)
s, s par, wng) (mank i, curencr (cat sem, ronch
(erdaran, has port, el fenmiet b cormpanmd (buldng,smade i ricks)

el ma gerters, s, insecq) fearoom, used or, ik ea) (ot s on, wall
e (rew eva 5, sutomotie] heie, atlocation,barard) {acs,is o, vain]
ARG enases, haspart, e (. minera) (e isnasr, atie)
et gt foyrah, s, grape) Lo atocation, galexyl ood,iin bowl)
(fom, baspart, sors) Tecns . 5i) (e o, oo, sk it has sp0)

* CVL = VL@CL
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ConceplBert
(Ganderess, 2020]
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I have talked briefly to you about the current and latest

research and what we are doing.

Using Language Model in External Knowledge
Yang+(Microsoft), An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VOA, arXiv2021/3
« Positioning GPT-3 as external knowledge
(a) Previous: separate knowledge retrieval and reasoning
. s Explicit eternal

knowled:
« Supervised training

WiKIPEDIA
Step 1: emma\ knawiadgeramevll et e o
Guestion
Supervised | | Kind of weather can hagpen?
™ aing
Step 2: knowladge-image-question reasoning

(b)PICa: joint knowledge retrieval and reasoning
by prompting GPT-3
Image textusl descriplions 4J
LT | N r——
T e ., o, gt s, ot ;
in GPT-3

N-shot VQA I
SRS descri * Few-shotwio
Prompting GPT-3 with textual descriptions for VQA parameter update

« Implicit knowledge
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These slides show some likely projects using massive lan-

guage modes being researched in the last few months, but I

cannot describe them due to time constraints.
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Using Language Model in External Knowledge

Yang+(Microsaft), GPT3 for Few-Shot Knowledge- Based VOA, arkiv021/9
= Positioning GPT-3 as external knowledge
« Using GPT-3 few-shot learning ability

32 degrees <EQS>
[} 03 t

Frozen GPT-3
4
Input prompt to GPT-3
Context Poopia ao sandingin
Plaaee anawer thequeston e win i sarved containng izt 2269,
Ereoring s e mbove ot ¥ | G ull e getun | o el e
tam? A: sy on s plate calle 7 A: gk S g
1 t T
Offline Image-to-Text
amplo 1 Testing quastion
Figure 2: Inference-time inierface of PICa for 7-shot VQA. The input prompt to GPT-3 consists of a prompt head f (blue box),
exampl ({x. u.L, ind the VQA input & (green box). The answer 4 is produced in an -ended
text ‘supports zero-/few-shot VQA by including different numbers of in-context examples in prompt.

Slide 50

Using Language Model in External Knowledge
Vang-+(Microsoft), An Empirical Study of GPT 3 for Few Shot Knowledge Based VOA, arXiv2021/9

» Positioning GPT-3 as external knowledge

» Using GPT-3 few-shot learning ability

3 fge Resources ‘ew-shot ]
MUTAR+AN (Ben-Younes etal. 2017) Feaure Emb.  Wikipedia 3 78
Mucko (Zhu et al. 2020) Feature Emb.  Dense Captions x 292
ConceptBert (Carderes et al.[2020) Feature Emb.  ConceptNet x 37
»rLBr-:m‘(u.mA 2019) Feature None x 332
KRISP (Marino et al. 2021) Feature Emb. Wikipedia + ConceptNet x 389
WEX (Wu et al. 2021) Feature Emb. Wlhpedu+CdnueptNeH Google Images x 394
m Tetal. are
PICa-Base Caption GPHmSB) v 420
PICa-Base (‘Aplwm']'hgl GPT-3 (175B) ’ 433
PICa-Full GPT-3 (175B) v 469
PICa-Full Dapnum'm; GPT-3 (175B) i 480

‘Table 1: Results on the OK-VQA test set (Marino et al. 2019). The upper part shows the supervised state of the art, and the bottom part
includes the few-shot performance of Frozen (Tsimpoukelli et al. 2021) and the proposed PICa method.
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6 State of Al Research and Human Talent
During a recent consultation, I spoke on the current state

of Al research. In summary, Japan is working on Al research.
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International Status of Al Research

= ICCV conference on imaging Al (computer vision) held in October
+ China overpowering lead: Japan level does not match GDP

Countries of Accepted Papers

FICCVViRTUAL
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The most recent example was the International Confer-
ence on Computer Vision (ICCV) held virtually in October
2021. Probably only people with a deep interest in computer
science will know about it but now the Conference Proceed-
ings are the focus of attention.

In the general science and engineering research fields,
publishing an article in a journal is considered a key accom-
plishment, but in computer science, speaking at a conference
is best. Speaker selection is very strict and only 10% or 20%
of presentations are chosen. With a one in five success rate,
everybody posts articles online wherever they can.

Especially in the Al field, the number of researchers in

computer vision has increased more than tenfold over the

last 10 or so years, and the field has become very competitive.

I have presented two or three articles and students’ doctoral
materials at top conferences where well-known companies
like Google and META as well as anonymous companies re-
cruit for their Al and computer vision business. Everybody,
including students, is desperate to make a presentation at
these conferences.

The pie chart analyzes the number of articles presented at

ICCV. I recollect vaguely that the total was several thousand.

As you can see, presentations from China were over-
whelmingly dominant at twice the number from the USA.
However, although US presenters announced their affilia-
tions to American organizations, perhaps more than half had
Chinese nationality. Therefore, we can say that Chinese re-
searchers dominate in this research world. This is not only
true in the field of computer vision, but I think it is also true
in AI and other computer service fields.

Sadly, Japan only has this small presence despite having

the world’s third largest GDP. After these last 10 years, I'd
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like to at least come third, but it seems not to be. However,
2% still feels good. There are a number of reasons why but
in simple terms, there is not enough money in the academic
research world. Conversely, China has a huge number of re-
searchers in well-funded universities, resulting in the above
dominance.

Progress centered on the language model explained first
and the Foundation Model has been amazing, and it feels to
me like we are entering an SF world. In these circumstances,
I think there are dangers for the future strength of the na-

tion.

Resource and Skills Required by Al Researchers

= Resources for High-Level ICT Engineers
— Catch-up to latest technology by own effort (papers, development environment)
* Using English resources at will (papers, Web)
— Debug coding problems oneself
= Implementing whatto do

= Low barrier to understanding Al (deep learning)
— Deep learning is only accumulation of technologies based on experiential knowledge
= High adult reskilling trend

Slide 54

I write about these things in slide 54 as a researcher in
this type of research field, looking at our students.

First, high-level ICT engineers are not simple program-
mers and work at very high software engineering levels.
These people should be offered the resources necessary to
keep-up with the latest advances. Of course, they must keep
their knowledge and skills up-to-date by reading English ac-
ademic papers and web articles.

Coding skills are obviously important for AI. Writing bad
and computationally expensive code without high-level skills
embodying the latest methods makes testing impossible in a
continuously updated development environment. This abil-
ity is important and so are the engineers who have it.

On the other hand, getting a ‘handle’ on understanding Al
or deep learning is not so difficult and is ‘not rocket science’.
Launching a rocket requires studying a lot of engineering
papers and textbooks from the bottom up, which is not really
the case for deep learning. The important thing is that there
is no theory of deep learning. It is the accumulation of tech-

niques based on limitless empirical knowledge. Of course,
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since the data scale is increasing, we need to better under-
stand how to suppress the increase, which may be compara-
ble with the threshold for studying quantum mechanics. At
the same time, I think people cannot easily advance the field
without the necessary resources mentioned earlier.
Obviously, human resources for these new fields go on in-
creasing. Especially in Japan, universities still have some
say about when students who have mastered these new

fields can join their field, but some never do.

Online Lectures (MOQCs)

= Reskilling: Must leam new skills to either get new work or to adapt
to rapidly changing skillset required by current work

- Recurring, reskilling

W oncirs S Udacity o —
2

Radical talent (] 4
transformation is here. E/ s
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There have always been ways to learn new skills (re-skil-
ling) and online courses in the Al field have been increasing
for the last 10 years. I also have a relationship with this Jap-
anese startup called zero to one (slide 55) and I'd like to tell
you a short story about the amazing advances in the USA
about teaching various things.

Coursera and Udacity are two well-known online teaching
businesses. For example, since the fee for an online study
course in autonomous vehicle technology is about ¥500,000
($4000), the course is used both by private and corporate stu-
dents. This type of engineering re-education is growing very
quickly. In principle, Coursera courses are free, but there are
some fees for unit completion and course graduation certifi-
cates. Although these are online courses, completing the
course proves skill and ability in the subject and these
courses are being used by more people in the USA, particu-
larly when changing jobs. This approach has yet to catch-on
in Japan but there are still several companies like this zero

to one taking a similar approach.
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Take-home Message

* Latest Al = Deep learning
— Relationship between deep leaning and machine learning
« Deep learning as common engineering tool
— Should apply to various future problems
— Differentiable operational elements
* Al (= deep learning) is future
— Limits to fully supervised learning
— Start of paradigm shift to self-supervised learning
— Foundation model represented by massive language models

« Japan late with development (relatively small in science and
technology world)

Slide 56

So, to summarize-what is the main take-home message
from this talk?

I think the word AI is really used as a ruse. It feels as if
things like simple data science and Excel spreadsheets are
now being called Al In fact, ‘leading-edge AT is really ‘deep
learning’ and deep learning itself could be called ‘machine
learning’, which is just one technique or one field in a wider
range.

In this sense, it is quite different from conventional meth-
odologies and, cannot be understood as a single field. Super-
vised learning is extremely important in traditional mathe-
matics for creating methods based on mathematical logic.

In contrast, deep learning is different from this type of con-
ventional sense of values and is actually engineering. A net-
work is constructed to solve a problem by brute force using
trial and error and something like experience. This means
there are both many tools and many problems that can only
be solved using deep-learning performance.

Consequently, as well as being one Al methodology, I think
deep learning is—and should become—a general engineering
tool, and university engineering departments should recon-
sider it as a subject for teaching.

Although I have not explained this fully today, neural net-
works are quite unlike the conventionally held image. The
general image of a neural network is a biological system of
nerves in living things, but here it means an elaborate com-
puter network system built for a specific task and used for
learning by computations differentiating outputs from in-
puts. As a result, neural networks are now used as a hybrid-
like network for solving various problems, such as the feel of
materials.

Earlier in this talk, I spoke about Al now and in the future
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as well as about the paradigm shift from conventional, suc-
cessful but restricted fully-supervised learning to self-super-
vised learning using massive language models and how cur-
rent developments have a slightly unpredictable feeling.

Irrespective of this situation, I am sad to report that Japan
is well behind compared to the rest of the scientific world.

This concludes today’s talk; thank you for your time.

Lecturer Biography

Takayuki Okatani

1999 Department of Mathematical Engineering and
Information Physics, Tokyo University, PhD

1999 ~ Graduate School of Information Sciences, Tohoku
University, Professor (from 2013)

2016 ~ RIKEN Center for Advanced Intelligence Project
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